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Statistical Physics often requires computational simulations to study models. Simulating the

XY model, a lattice model in Statistical Physics is performed by Markov Chain Monte Carlo.

This method, although asymptotically exact, is resource and time-consuming. Recently,

Normalizing flows, a class of probabilistic deep generative models in Machine Learning,

have enjoyed success in simulating lattice models in both classical and quantum Physics.

In this thesis, we present a novel normalizing flow architecture that allows us to simulate

lattices for the XY model. The proposed model can be conditioned on the temperature

of the system, and hence can simulate lattices for a range of temperatures. The model is

trained using Forward and Reverse KL objectives, therefore can be trained with or without

pre-existing simulated data. Furthermore, the fully convolutional neural networks used in

our model allow us to employ transfer learning to learn larger lattices by fine-tuning models

for smaller lattices.

We quantitatively and qualitatively analyze the performance of the proposed model and

compare it to recent works that also use deep generative models to simulate the XY model.

We find that in computing physical observables, our model performs better than or on-par

with recent works that also use deep generative models to simulate the XY model. We also



v

observe that due to the global continuous symmetry and topological phase transitions in

the XY model, learning to simulate it is a hard problem. We show qualitatively that our

model can transfer-learn larger lattice sizes and performs better than competing methods.

Finally, we propose some possible future extensions to our method to better simulate such

lattice models.
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Chapter 1

Introduction

In recent times, Machine Learning (ML) has seen countless applications in various domains,
owing to its ability to leverage pre-existing data and/or information about a problem to
accelerate and improve predictions and inferences. The Sciences, in particular, have seen
an explosion of applications of ML algorithms to augment and build upon traditional com-
putational approaches. In this thesis, we will present one such application of contemporary
ML techniques to accelerate a particular computational problem in Physics – simulating
the XY model.

The rise in popularity of applied Machine Learning is in large part due to the advent of
efficiently trainable Deep Neural Networks, which are central in the Deep Learning (DL)
paradigm. In DL, we construct sequentially-applied nonlinear transforms that transform
an input (images, waveforms, text, molecules, and much more) into the desired output,
which may be simple (a binary output showing whether the image is of a particular class or
not) or complex (a super-resolved version of the input image). Neural nets can be used
as black box transforms in many other ML algorithms, increasing their expressivity and
range of applications. This larger class of using Neural Nets with other ML algorithms falls
broadly within the realm of differential programming, which utilized gradient descent-type
algorithms to train these models.

ML algorithms, and their applications, can be broadly categorized into two different classes
– supervised ML and unsupervised ML. The former requires labeled data, for example,
the class of the image (whether it is of a cat, dog, car, and so on) with the image.
The latter on the other hand only works on data points and does not require explicitly
labeled data. Unsupervised ML is generally considered much more difficult, and a large
portion of unsupervised ML algorithms utilize probabilistic constructions of a model. A
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Chapter 1. Introduction 2

probabilistic style of model construction considers the input, output, as well as parameters
and components of the model as random variables. Through probabilistic methods such as
Bayesian inference, these random variables are then inferred and once the model is fully
trained we can generate outputs from the model that is similar to the dataset we used. We
can also use marginalization and various other properties of such probabilistic models to
further analyze the problem.

A massive advantage of this probabilistic paradigm of unsupervised learning is that it
blends well with applications to sciences. Analysis of scientific data requires uncertainty
estimates along with point estimates to enable the practitioner to interpret the data. Since
probabilistic approaches have an easier time providing uncertainty estimates of inferred
properties and generated data, they are well-suited to problems in Physics, Chemistry,
Biology, Geology, Medicine, and many more.

In Physics, many physical models require computational simulations to study their properties
and investigate further. For example, in astrophysics, large scale simulations are run to map
the evolution of galaxies and star systems. In the study of statistical physics and condensed
matter Physics, microstates (individual molecules or units of matter) are simulated using
various techniques to study the macroscopic properties of the medium. As an example, the
Ising model [9] is a mathematical model containing up/down spins on a lattice (regularly
spaced grid). It is used to study ferromagnetism, as the arrangement of the spins causes a
net magnetization on different scales. The XY model [30] is a slightly more complex model
with angular spins on a lattice. This model has certain additional properties and observables
that are of interest to physicists. These lattice models are also found in Quantum Mechanics,
where they are used to study Lattice Field Theory (LFT). In our work, we will solely focus
on the XY model, which is a classical model of Statistical Physics.

Lattice models in more than a single dimension are usually intractable and cannot be studied
analytically, therefore we must simulate them. Usually, these models have a Hamiltonian
(or action in the case of LFT) that describes statistically the different possible microstates.
Thus they have a tractable probability density associated with each configuration of spins
in the lattice. We use statistical simulation methods such as Markov Chain Monte Carlo
(MCMC) [2] to generate these configurations and then compute the observables, such as
heat capacity, energy, magnetization, and so on.

MCMC is asymptotically correct but tends to be slow when the temperature of the system
is low, or the lattice is large, or the model is complex. On the other hand, machine learning
approaches allow us to use parallel processing hardware in the form of GPUs to quickly
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generate samples. The challenge then lies in learning the physical model itself so that the
generative ML model can reproduce the macroscopic observables. Several works have been
published applying this concept to various lattice models [10, 32, 22, 16, 1, 24, 5, 21, 47].

In this work, we will exclusively look at accelerated simulation of the XY model. We will
be employing Normalizing Flows [43, 40, 44] to learn and generate the XY model, and the
model will be able to be conditioned on the temperature of the system. This model allows
us to directly model the circular spins on the lattice through a sequence of transformations
of random variables, which we can then use to generate new lattice configurations. Our
contributions are as follows:

1. we introduce a novel Temperature-conditioned Coupling-based Circular Spline Flow
model to learn and generate lattices for the XY model,

2. we introduce implicit and explicit regularization techniques to train the flow model,

3. we compare against state-of-the-art baselines and obtain competitive metrics, often
beating state-of-the-art, and finally

4. we test the transfer learning capabilities of our model to learn and generate larger
lattice sizes.

In Chapter 2 we will review the XY model, its properties, and how to simulate it. Chapter
3 provides an expository introduction to the theory of normalizing flows, their extension
for modeling circular data, and multivariate architectures for efficient implementation. We
then review some related work and baselines to compare our work against in Chapter 4.
In Chapter 5 we construct our flow model and introduce techniques to train it efficiently.
Finally, we evaluate the model’s performance and features and compare with baselines in
Chapter 6 and state our conclusions in Chapter 7.



Chapter 2

Classical Spin Models: The XY
Model

2.1 XY Lattice and its Hamiltonian

In a 2D XY model [30], we have a two-dimensional lattice of L⇥L particles , with positions
denoted by the tuple i, j. Each position in the lattice interacts with its nearest neighbors
through the spin values. The spin is itself characterized by an angle, x 2 (�⇡,⇡]. The
Hamiltonian (or the configuration energy) of the lattice in terms of the spins x = {xi,j} is
then characterized as

H(x) = �J
X

i,j

X

NN+(i,j)

cos
�
xi,j � xi0,j0

�
, (2.1)

where the outer sum is over all lattice positions and the inner sum over the nearest neighbors
of each position. NN+ contains the nearest neighbours of a lattice position in the positive
direction, so that each interaction is only counted once.

Since the lattice is finite dimensional, periodic boundary conditions are established in the
nearest neighbour interactions as is performed in mathematical simulations of physical
models. The Hamiltonian may be written as follows:

H(x) = �J
X

i2{1...L}
j2{1...L}

⇣
cos(xi,j � xi,j�1) + cos(xi,j � xi�1,j)

⌘
, where (2.2)

a� b = (a+ b)modL (2.3)

4



Chapter 2. Classical Spin Models: The XY Model 5

The modulus operators include the periodic boundary conditions.

The lattice x can take several configurations with the space of possible configurations in
[�⇡,⇡]L,L. Using a statistical mechanical perspective, the probability density of the lattice
existing in a given state can be written as a Boltzmann distribution:

p(x|T ) = 1

Z(T )
exp

✓
�H(x)

kT

◆
(2.4)

where T is the temperature of the system, k is the Boltzmann constant, and Z(T ) the
partition function given by normalizing the exponential term across all spin configurations.
The coupling constant J in the Hamiltonian in our case is taken to be 0.5k. Changing J is
equivalent to scaling the temperature T correspondingly. It is this probabilistic formulation
of the XY model that will allow us to simulate samples from it, and consequently, apply
Machine Learning techniques to simulate it.

2.2 Markov Chain Monte Carlo - Simulating the XY model

We simulate the XY model by drawing samples from its Boltzmann distribution. Once we
have samples, that correspond to high-probability configurations, we can then compute any
observed quantity of the XY model by Monte Carlo (MC) averaging.

Suppose we want to accurately compute an observable O at temperature T . the observable
will be different for different configurations, so usually we require an average over all
configurations. Its expectation is computed as hOi =

R
x
O(x) 1

Z(T ) exp
⇣
�H(x)

kT

⌘
dx. Since

this integral is not tractable, we resort to MC averaging. Assuming we have exact samples
from the Boltzmann distribution, the MC estimate is computed as:

hOiMC =
1

N

X

x1...xN
xi⇠p(x)

O(xi) (2.5)

Due to samples being from the true distribution, the MC estimate is an unbiased estimate
of the true value. In the case of the XY model, however, even sampling from the Boltzmann
distribution is not possible, due to the unknown partition function Z(T ). We can only
evaluate the unnormalized density given a configuration.

Markov Chain Monte Carlo (MCMC) allows us to precisely overcome this problem. MCMC
[2] is a general class of algorithms that allow us to asymptotically sample from an intractable
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distribution. In simple terms, MCMC works by creating a Markov chain of samples, so that
the samples mimic the target probability distribution.

The Metropolis Hastings (MH) algorithm [8] is the most popular MCMC algorithm, and
indeed several popular MCMC methods can be reinterpreted as special cases of the MH
algorithm. We will be using the MH algorithm to generate samples of the XY model.

For an MCMC algorithm we require a proposal distribution (or more formally, the Markov
Transition Kernel). The proposal should be easy to sample from and evaluate, and of a
form such that we can comdition the distribution given a value x0. Let’s call the proposal
p̃(x|x0) and the target distribution p(x). The general recipe of the MH algorithm is:

1. Initialize the chain with the first sample x(1).

2. For i = 2 . . . N , generate the sample x(i) using the following steps.

(a) Given previous sample x(i�1), generate x̃(i) ⇠ p̃(x|x(i�1)).

(b) Compute acceptance probability

a = min

(
1,

p(x̃(i))p̃(x(i�1)|x̃(i))
p(x(i�1))p̃(x̃(i)|x(i�1))

)

Note that the unnormalized target density suffices to compute this.

(c) Set

x(i) =

8
<

:
x̃(i) w.p. a

x(i�1) w.p. 1� a

3. Return the chain {x(i) . . . x(N)}.

The XY model is simulated for a given temperature T by setting the target as the (unnor-
malized) Boltzmann distribution. We sample from the proposal by 1) sampling a lattice
position randomly, that is, u ⇠ Uniform(1 . . . L), v ⇠ Uniform(1 . . . L), and then 2) per-
turbing the spin at position (u, v) by sampling from a normal distribution N (x(i�1)

u,v ,�2)

(out of boundary values are taken modulo 2⇡.) The unnormalized proposal density for
acceptance probability computation is simply the Normal density. Because the proposal
distribution is symmetric, the proposal terms in the numerator and denominator cancel out
in the acceptance probability computation, leaving the target ratio.
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Usually, we run the chain for a number of steps before collecting the samples. This is done
to allow the chain to settle in a high-probability region, thereby getting rid of transient
effects. This phase is called the warmup or burn-, also referred to as thermalization in
physics literature. Finally, for the XY model there exist sampling algorithms such as the
Wolff cluster algorithm [50], which perturb clusters of spins at once. Using our method, we
can in principle model and learn any similar lattice model with angular spins, therefore our
method is more universal in sampling lattices for custom densities.

2.3 Observables in the XY model

In this section, we list some of the observables of the XY model. These observables may
be considered as measurable macroscopic properties of the model, where the microscopic
quantities represent the individual spins in the lattice. We will usually compute the variance
and mean of these observables to compare in our experimental section. Each observable is
computed with the (unbiased) Monte Carlo estimate from the MCMC samples {x(i)}i=1...N

of the XY model. The observables are computed given a specific temperature of the system.

Mean Energy (E) - The mean energy of the XY model at temperature T is simply the
hamiltonian divided by the number of lattice points,

hE|T i = 1

N

X

i=1...N

1

L2
H(x(i)) (2.6)

As the temperature increases, the energy of the system also increases, as the spins start to
inhabit values farther away from neighboring sites, and drive the energy upward.

Mean Magnetization (M) - Magnetization is defined as

M(x) =

rP
u,v

cos2 xu,v +
P
u,v

sin2 xu,v

L
(2.7)

The mean magnetization is the average of magnetization over all samples.

hM |T i = 1

N

X

i=1...N

M(x(i)) (2.8)

Mean magnetization decreases with increase in temperature, as spins become unccorelated
with each other. For larger lattices, the drop in magnetization becomes steeper near the
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(a) Vortex (b) Antivortex

Figure 2.1: Vortices and anti-vortices

critical temperature. It is essentially the magnitude of the average direction of magnetization
of spins of the lattice.

Mean Vorticity (V ) - If we traverse a loop or clique of neighboring spins in clockwise
direction, we will encounter vortices or antivortices. Visually show in Figure 2.1, if we go
along the loop adding the changes in spin values modulo 2⇡, a total of less than �2⇡ results
in antivortices, while more than 2⇡ is a vortex. If the sum remains within these values,
there is no (anti)vortex present. Vortex-antivortex pairs may be encountered in neighboring
loops, and we shall later see that unbinding of these pairs occurs at a critical temperature,
leading to the Kosterlitz-Thouless transition.

Mean vorticity is the number of vortices in a lattice divided by the number of lattice sites.
The MC estimate mean and variance are computed in simulations.

Magnetic Susceptibility (�) - It is computed as the variance of the magnetization across
lattice samples.

� = Var(M) (2.9)

Magnetic susceptibility peaks at a temperature close to the transition temperature. For
progressively large lattice which approximate the continuum XY model, the peak gets
sharper.

All observables computed with the MH algorithm are shown in Figure 2.2.

2.4 The Berezinskii–Kosterlitz–Thouless (BKT) Transition

This section briefly describes a phenomenon special to the two-dimensional lattice of the
XY model. The BKT transition [30, 42] is a phase transition as a result of unbinding
of vortex-antivortex pairs at a critical temperature Tc. For coupling constant J = 0.5k,
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(a) Mean Energy (b) Mean Magnetization

(c) Mean Vorticity (d) Magnetic Susceptibility

Figure 2.2: Observables for L = 8 and L = 16. Shaded areas show ±1 standard deviation
from mean.

Tc ⇡ 0.45. Near Tc, called the critical region, simulation of the XY model is harder than it
is at lower or higher temperatures. This transition is first-order, resulting in divergence
of magnetic susceptibility and other similar order parameters at the transition. The BKT
transition is specific to the XY model, although some other statistical physics models may
exhibit similar phase transitions. This transition makes it significantly harder to learn the
XY model, compared to models that have a smoothly changing higher-order parameter with
temperature. Later in the experimental section of this work, we will look at extrapolation
analyses to see if our model correctly simulates the model in the critical region.

2.5 Symmetries in the XY model

The XY model has U(1) symmetry, that is, if we rotate each spin in the lattice by a constant
angle, the resulting configuration will be equivalent to the original one. To see this, recall
that the XY model is characterized by its Hamiltonian. To a configuration x = {xi,j}, we
add a constant angle x0 2 [�⇡,⇡], such that the new condfiguration x0 = {xi,j �x0}, where
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a� b = (a+ b)mod2⇡. The Hamiltonian of the new configuration is

H(x0) = �J
X

i,j

X

NN+(i,j)

cos
�
x0
i,j � x0

i0,j0
�

(2.10)

= �J
X

i,j

X

NN+(i,j)

cos
�
xi,j +��x0 � xi0,j0 ���x0

�

= H(x)

Thus the Boltzmann distribution remains the same, as do the observables. Note that this is
a global symmetry, as opposed to the more "local" gauge symmetries.

U(1) symmetry of the XY model poses challenges in learning the model through ML
techniques, as there is a manifold of equivalent optima (referred to in the physics literature
as Goldstone modes). Later we shall see how to overcome this issue.

Another symmetry the XY model exhibits is discrete translational symmetry. Due to
periodic boundary conditions, any translation of lattice positions in the x-dimension or
y-dimension results in the same lattice. We take advantage of this symmetry through
convolutional neural networks which are translation-invariant.



Chapter 3

Normalizing Flows

3.1 Introduction

In this chapter, we look at Normalizing Flows (NFs). NFs [40, 43] are a composition of
differentiable invertible functions that map a random variable to another random variable.
They are a very powerful tool for generative machine learning. Using the formula for the
transformation of probability densities, we can compute the exact likelihood (probability
density) of the original r.v. as well as the transformed r.v. In the next sections, we look at
the building blocks of normalizing flows and also the transforming functions that allow us
to efficiently learn and generate samples from the desired distribution.

3.2 Transformation of Random Variables

Consider a continuous random variable z. Let there be a bijective function f that maps z

to another random variable x, x = f(z). the the probability density for x is given by

px(x) = pz(z) ·

�����
1

@f(z)
@z

�����

Since z = f�1(x), this can be rewritten as

px(x) = pz(f
�1(x)) ·

����
@f�1(x)

@x

����

11
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For a multivariate random variable z 2 RD, with a bijective mapping f : RD ! RD to
x 2 RD, the multivariate version of this formula uses the absolute value of the determinant
of the jacobian Jf instead. The Jacobian of a vector-valued function of a multivariate input
is the matrix of its partial derivatives.

Jf (x) =

2

664

@f1(x)
@x1

. . . @f1(x)
@xn

... . . . ...
@fn(x)
@x1

. . . @fn(x)
@xn

3

775 (3.1)

Using this Jacobian, we can write the probability transformation formula for a multivariate
bijection as

px(x) = pz(z) ·
���J�1

f
(z)

��� = pz(z) · |Jf (z)|�1 (3.2)

where | · | denotes the absolute value of the determinant function. Similarly, using the
identity z = f�1(x) instead, we get

px(x) = pz(f
�1(x)) ·

��Jf�1(x)
�� (3.3)

The probability pz(·) is a simple parametric one that is easy to evaluate and sample from.
Thus we start from a simple density and move toward a more complex and expressive one
through transformations. By taking different forms of the invertible function f , we can
apply normalizing flows to several unsupervised learning tasks. In the next section, we look
at how to learn a generative model from data using normalizing flows.

3.2.1 Composing Multiple Transformations

In this section we look at compositions of transformations. Without loss of generality, we
look at 2 transformations f1, f2. Their composition is given by f(x) = f2(f1(x)) = f2�f1(x).
The Jacobian of the composition is given by Jf = Jf2 · Jf1 .

If the transformations are bijective, the inverse transformation can be written as f�1(x) =

f�1
1 (f�1

2 (x)) = f�1
1 � f�1

2 (x). Note that the order of composition has been reversed. The
Jacobian of the composed inverse transformation is written in the same way as above.

We know that deep neural networks are powerful precisely because several transformations
are composed on top of each other, resulting in powerful representations as data is passed
through more and more layers or transformations. The same principle applies to normalizing
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flows. By composing together multiple (relatively simple) transformations, we can create
highly expressive transformations for random variables, resulting in a large learning capacity
for such flows.

Starting with a random variable z, consider a composition of flow transformations f =

fn � fn�1 � . . . � f2 � f1. The composition is computed sequentially starting with f1 and
ending with fn. Let the intermemdiate outputs be denoted as

x(0) = z ⇠ pz(z)

x(i) = fi(x
(i�1)) 8i 2 {1 . . . n}

x = x(n).

The probability transformation formula is then written as

px(x
(n)) = pz(z) ·

nY

i=1

���J�1
fi

(x(i�1))
��� (3.4)

= pz(z) ·
nY

i=1

���Jfi(x
(i�1))

���
�1

Similarly, for an inverse transformation with the equivalent composition f�1 = f�1
1 � f�1

2 �
. . . � f�1

n�1 � f�1
n , the intermediate outputs are computed like so:

z(0) = x ⇠ px(x)

z(i) = f�1
(n+1�i)(z

(i�1)) 8i 2 {1 . . . n}

z = z(n),

and the probability transformation formula is written as

px(x) = pz(z
(n)) ·

nY

i=1

���J
f
�1
n+1�i

(z(i�1))
��� (3.5)

The parameters of the flow composition are the set of parameters of the individual transfor-
mations, � = {�i}ni=1.
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3.3 Learning Normalizing Flows

We will look at 2 methods of learning normalizing flows. Both methods utilize the Kullback-
Leibler (KL) divergence between two distributions.

3.3.1 Forward KL Divergence

The forward KL divergence is defined as

KL [p(x)||q(x)] =
Z

x

log
p(x)

q(x)
p(x)dx = Ep(x)


log

p(x)

q(x)

�
� 0 (3.6)

If we are given some data and want to learn a flow that generates samples similar to the
data, we can use the forward KL divergence to optimize the flow to do so. Assume the data
follows a distribution p⇤(x), such that

D = {xi}Ni=1
i.i.d.⇠ p⇤(x), (3.7)

where D is the dataset.

For a composition of flow transformations f�1, used as z = f�1(x;�), we also define the
distribution pf�1(x)

def
= px(x) as the distribution of the flow outputs, which are related to

the simple starting distribution pf�1(z)
def
= pz(z) as in Equation 3.5. The flow distribution

pf�1(x) contains the variational parameters �, which are the parameters of the flow bijection
f�1.

We try to optimize � such that the forward KL divergence between p⇤(x) and px(x) is
minimized. More formally, our objective is:

min
�

KL
⇥
p⇤(x)||pf�1(x)

⇤
(3.8)

()min
�

Ep⇤(x)

⇥
� log pf�1(x)

⇤

The second objective here follows from the fact that p⇤(x) is independent of �.

The central issue in this minimization problem is that the data density is usually unknown.
Even if we have an explicit unnormalized data density p̃⇤(x) such that p⇤(x) = p̃

⇤(x)
Z⇤ , only

in trivial cases do we have an analytical form of the integral. Therefore, to alleviate this
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issue, we use the Monte Carlo (MC) estimate of the forward KL [35]. This is written as

KL
⇥
p⇤(x)||pf�1(x)

⇤
⇡ 1

N

X

xi2D
� log pf�1(x) (3.9)

This is equivalent to negative log-likelihood minimization of the flow. The MC estimator is
asymptotically unbiased, as are its gradients. Furthermore, it is well suited for stochastic
optimization settings, as a randomly sampled minibatch of the dataset also results in an
unbiased estimator.

Because we have access to the observations x and not the latents z, we used the trans-
formation formula in Equation 3.5 and not Equation 3.4. The algorithm then amounts
to:

1. Choose a random minibatch of data Di = x1 . . .xk, and transform the data through
the inverse flow transformation f�1 to get z1 . . . zk and corresponding intermediate
transformations.

2. Compute the MC estimator in Equation 3.9.

3. Backpropagate through the free variables � and repeat for several iterations.

At the end of the training procedure, assuming the objective is sufficiently optimized, we
can generate new data x that match the target data distribution through the forward flow
transformation f = fn � fn�1 � . . . � f2 � f1.

3.3.2 Reverse KL Divergence

KL divergence is a non-symmetric divergence, that is, KL [p||q] 6= KL [p||q]. This means
that changing the order of the densities results in different objectives that provide different
results. Reverse KL divergence is simply reversing the density orders in the forward Kl
divergence. It is defined as

KL [q(x)||p(x)] =
Z

x

log
q(x)

p(x)
q(x)dx = Eq(x)


log

q(x)

p(x)

�
� 0 (3.10)

Note that compared to Equation 3.6, the expectation is over q instead of p. In learning
settings, this may result in drastically different results. Forward KL results in mode collapse,
whereas Reverse KL results in mode covering behaviour.
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Perhaps the most important requirement for using Reverse KL is that we must be able to
compute p⇤(x), or rather the unnormalized density p̃⇤(x). This is because one of the terms
inside the expectation is log p⇤(x). An exact value of this is required for an unbiased MC
estimator of the Reverse KL.

On the flip side, a massive advantage of this is that we do not need data to train a flow,
the log density of the target suffices. Therefore this is ideal for settings when procuring
data for the learning task is expensive but computing the target density is cheap.

Reverse KL divergence is used for learning normalizing flows that produce samples that
follow a prescribed density. It is very well suited to applications in the sciences, where we
want samples but only have the (unnormalized) log probability. For example, if we have
the Hamiltonian of a system, we may be able to train flows that generate samples from
the Boltzmann distribution of the system. This training method is also known in the ML
literature as probability density distillation [38, 37].

The optimization objective when Reverse KL is used is

min
�

KL [pf (x)||p⇤(x)] (3.11)

()min
�

Epf (x) [log pf (x)� log p⇤(x)] .

Note that for x = f(z), Epx [g(x)] = Epz [g(f(z))]. Using this identity, we can rewrite the
objective as

min
�

Epf (z) [log pf (f(z))� log p⇤(f(z))] . (3.12)

where the expectation is over the simpler distribution pz(z) and the first term in the
expectation is computed as in Equation 3.4. Here, both terms are a function of the free
variables � and the second term provides the information about the target density.

The MC estimator of the reverse KL is computed by sampling from the base distribution
pz(z), and is of the form

KL [pf (x)||p⇤(x)] ⇡
1

N

X

zi⇠pz(z)
i=1...N

[log pf (f(zi))� log p⇤(f(zi))] (3.13)

In case we can only compute the unnormalized target density p̃⇤(x), the log normalizing
constant logZ⇤ separates out of the estimator as a constant, making no difference to the
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gradient of the MC estimator. The algorithm for training with the reverse KL divergence is
as follows:

1. Sample zi ⇠ pz(z) for i = 1 . . . k. Here pz(z) is simple, for example a standard Normal
or Uniform distribution.

2. Transform z through the flow transformation f to get x1 . . .xk and corresponding
intermediate transformations.

3. Compute the log target density for x1 . . .xk.

4. Compute the MC estimator in Equation 3.13.

5. Backpropagate through the free variables � and repeat for several iterations.

Once training is completed and the objective is converged, new samples are generated by
following steps 1 and 2.

3.4 Normalizing Flows for Circular Variables

Rezende and Mohamed in [43] prescribe some standard bijections for real valued variables.
A linear flow bijection is of the form f(x) = a+ h(Bx+ c), where h(·) is a component-wise
application of a bijection such as a logistic function or tanh. We have similar forms for
radial flows.

Normalizing flows in non-Euclidean domains [17, 48, 4, 44] are not as easy to construct.
For compact spaces such as angular data, bijections need to be constrained to a compact
space. Additionally, these bijections need to be composable, and flows should increase in
their expressivity with the number of compositions they are made up of. In our case, lattice
sites are angle-valued, meaning x 2 TD, where TD is a product space that factorizes as
DQ
S1 with S1 as a circle.

In this section we will review the method introduced in [44] that constructs flows on circular
domains. The work shows that a bijection f acting on a circular variable x 2 S1 must have
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the following properties:

f(�⇡) = �⇡ (3.14)

f(⇡) = ⇡ (3.15)

rxf(x) > 0 (3.16)

rxf(x)|x=�⇡ = rxf(x)|x=⇡ (3.17)

The fixed points �⇡,⇡ can be shifted by a translation operator (which is a bijection with
identity Jacobian). To create such a bijection f satisfying the above 4 properties, the
authors adopted the use of monotonic rational quadratic splines [20] as in Neural Spline
Flows [15].

3.4.1 Circular Splines

Splines are functions that are defined piecewise, with a continuity constraint where the
functions meet. Formally, a spline s : [a, b] ! R can be written as:

s(x) =

8
>>><

>>>:

s0(x) x 2 [a,w0]

si(x) x 2 [wi�1, wi] 8i 2 {1 . . . k � 1}

sk(x) x 2 [wk�1, b],

(3.18)

with the additional constraint that si(wi) = si+1(wi), and in our case, rxsi(x)|wi =

rxsi+1(x)|wi .

Rational quadratic splines [20] use the rational quadratic form for each piecewise function,

si(x) =
a(1)
i

x2 + b(1)
i

x+ c(1)
i

a(2)
i

x2 + b(2)
i

x+ c(2)
i

In out case, we have an additional constraint on the spline to be monotonically increasing. For
a given interval in the spline domain [wi�1, wi], output interval [hi�1, hi], derivative values
at the end [di�1, di], and positive derivative everywhere, we can represent the parameters
{a(1), b(1), c(1), a(2), b(2), c(2)} in terms of {wi�1, wi, hi�1, hi, di�1, di}. (For derivation refer
[15], Section 3.1.)

To employ these splines as bijections for circular variables, we need to enforce the bijection
conditions for circular variables. The first to third conditions can be easily enforced as
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above. The fourth condition of equal gradient at �⇡,⇡ can be satisfied by simply enforcing
the derivative of s0 at �⇡ to be the same as that of sk at ⇡.

Thus a circular spline s : [�⇡,⇡] ! [�⇡,⇡] is composed of K piecewise rational quadratic
splines. The spline can be parameterized by three vectors: 1) W containing the widths of
each of the pieces with the vector’s sum equal to 2⇡, 2) H containing the corresponding
heights with its sum also equal to 2⇡, and 3) D containing the (positive) derivatives at each
knot (or intersection) between the pieces. Note that the number of knots, including the
ends, is K +1. However, the fourth bijection condition requires the derivatives the first and
last knots to be the same. Increasing the number of pieces K results in a more expressive
bijection. We shall henceforth refer to these bijections as Circular Spline Flows (CSF).

For an input z, computing the output x of a CSF f is straightforward. First the piece
index k is computed such that z lies in the k-th piece of the CSF. This can be done in log k

time using binary search. Then the corresponding piecewise function is applied to give the
output, along with the derivative at that point.

We can compose these splines together as in Section 3.2.1 to construct extremely expressive
flows. Figure 3.1 shows the target density and model density for a learned composition of
CSFs. The flow manages to learn perfectly the multimodal density.

3.5 Coupling-based Architecture for Multivariate Normaliz-

ing Flows

While constructing practical bijections in multivariate settings, we run into several problems.
Most of these are concerning the computation of the determinant of the Jacobian as a part
of the model density. Firstly, the Jacobian should be invertible such that the determinant
is non-zero (hence the bijection). Secondly, for a dense Jacobian matrix of a function in D

dimensions, the determinant computation scales as O(D3). This is prohibitively expensive
for high-dimensional data such as images, and in our cases, reasonably sized lattices.

To alleviate this, researchers have come up with clever tricks to construct flows so that
they are simultaneously highly expressive while allowing for efficient density evaluations.
Two major methods ubiquitous in literature are autoregressive flows [39, 28, 45] and
coupling flows [12, 13, 14, 15]. Both these methods leverage designs that constrain the
Jacobian to be lower-triangular and hence computable in O(D) time. (See Figure 3.2 for
how Jacobians are structured in the two approaches.) In this work, we will look at coupling
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Figure 3.1: Testing CSF compositions on a 1D toy problem. Top left: the target density
is a mixture of 4 von Mises distributions. Top right: bijections learned by the flow. Bottom
left: Flow density optimized using Reverse KL, with an effective sample size (ESS) of
99.86%. Bottom right: Flow density optimized using Forward KL with an ESS of 99.61%.

Flow is composed of 10 CSFs with K = 5 pieces each.

flows and employ them for learning the XY model. In the following we will look at coupling
layers and how in [44] coupling based CSFs are created for multivariate angular data with
the domain as TD.

Coupling flows split the random variable into two components z = [z(1), z(2)]. Given a
1-dimensional bijection f(z; ✓) where ✓ are the parameters for the bijection, the flow outputs
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Jf

(a) Autoregressive Flow

Jf

(b) Coupling Flow

Figure 3.2: Jacobian structures for Autoregressive and Coupling Flow architectures. In
both cases, simply multiplying the diagonal values of the Jacobian gives us the determinant

in O(D) time.

two equal sized components as x = [x(1),x(2)]. The computation happens like so:

x(1) = z(1) (3.19)

✓ = NN�(z(1)) (3.20)

x(2) = f(z(2); ✓) (3.21)

In our case, f is a CSF with ✓ = {W,H,D} as CSF parameters. NN� is a Neural Net
with parameters � that takes as input the first component of the input and outputs the
parameters of the CSF. Then the outputted parameters are used to transform the second
component (the transform is applied component-wise as it is a scalar bijection). Also,
because we did not transform the first component, the inverse is very easy to compute.

z(1) = x(1) (3.22)

✓ = NN�(x(1)) (3.23)

z(2) = f�1(x(2); ✓) (3.24)

The inputs and outputs of the neural net remain the same in both cases, and all that
changes is the usage of f�1 instead of f .

The power of coupling flows arises from the fact that arbitrarily powerful neural nets can be
used for modeling dependency between the two components. Although the first component
remains unchanged, we can compose additional coupling flows in which the first component
is the one that is transformed now. Stacking these flows allows us to learn highly complex
multidimensional distributions.



Chapter 3. Normalizing Flows 22

Figure 3.3: Learning a toy problem p⇤(x) / exp{4 cos(x1 � x2)}. Left: real density.
Right: flow learned density with an ESS of 98.4%. Flow consists of 8 transformations and
uses a single hidden-layer Feedforward Neural Net with 16 hidden units. Training done

using Reverse KL divergence.

Here the components we create by splitting the vector x in half. In practice, the splitting
can be arbitrary (but fixed for a specific flow transformation). We split the variable using a
mask m 2 {0, 1}D. Multiplying with the mask turns the masked values to be zero which
are then passed to the neural net. This gives us

x = (1�m) · z + m · f(z;NN�((1�m) · z)) (3.25)

The mask is then flipped for alternate coupling flow transformations which are composed.
When the component-wise transformation f is a CSF, we call this flow transformation
as Coupling-Circular Spline Flow (C-CSF). A C-CSF-learned density for a 2D toy
problem is shown in Figure 3.3.

The Jacobian of (flattened outputs of) C-CSF has the block structure as

JC-CSF =

"
I 0

A B

#
(3.26)

Visually the Jacobian has a structure shown in Figure 3.2b. B is a diagonal matrix with
diagonal elements as the derivatives of the unidimensional CSF for the d-th dimension of z(2).
As the Jacobian is lower-triangular, its absolute value of determinant is |JC-CSF| = |

Q
i
Bii|.

In the next chapter, we create a temperature-conditioned C-CSF for learning to simulate
the XY model given a temperature.



Chapter 4

Related Work and Baselines

Our work employs deep generative models for physics. This topic has many recent works
that our work has built upon. We will look at some work that either uses machine learning
on the XY model or learns adjacent physics models through various techniques that we
have used. Most of this work uses either normalizing flows, variational autoencoders, or
generative adversarial networks as architectures.

4.1 Using Tractable likelihood Models for Learning Physics

Several models with the lattice formulation, both classical and quantum, have had significant
work on trying to simulate them using ML techniques. Normalizing flows for provably
and asymptotically unbiased simulation of physical models were introduced in [37]. This
work used normalizing flows with affine coupling layers to learn and generate states for
n-body problems and molecular simulation. Our work also uses the same framework, with
the addition of splines for learning angular spins and temperature-conditioning. [29] also
introduce flows that respect translational and rotational symmetry in Euclidean space for
n-body systems.

In particular, sampling lattices has benefitted greatly from using normalizing flows as
the proposal distribution. Lattice Field Theory models, such as the scalar �4 lattice
model [23], the complex-valued Schwinger model [49], and many other non-Abelian Lattice
Gauge Theory models (with SU(N) gauge symmetry) have been simulated by normalizing
flow-based deep generative models.

23
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[1] use RealNVP flows [13] to generate scalar �4 lattices. Their model, though, works on
lattices with real-valued fields, and they test for physical parameters that do not exhibit
spontaneous symmetry breaking. In [24], the authors employ Circular Splines with a
tile-based masking pattern to create gauge-equivariant flows that respect the U(1) gauge
symmetry present in the Schinger model. This is perhaps the closest model to ours, with
the exception that the XY model exhibits a global U(1) symmetry and our flow can
be conditioned on the temperature. Once again, the Schwinger model does not exhibit
spontaneous symmetry breaking for the choice of parameters it was tested on in this work.
A follow-up work [5] was published recently, creating equivariant flows for larger gauge
symmetry groups such as SU(N). This class of flow architectures was used for learning
Gauge Lattice Theory models. On the other hand, [21] used affine flows [13] to generate
the Ising model through the dual formulation of its Hamiltonian.

In addition to these tractable likelihood models, several works [10, 47, 41] have used
implicit likelihood generative models such as Variational Autoencoders (VAEs) [26, 27] and
Generative Adversarial Networks (GANs) [34].

4.2 Machine Learning approaches applied to the XY model

There also exists previous work on using supervised and unsupervised learning on the XY
model. One of the earliest applications of deep learning to the XY model was published in
[10], where the authors used Variational Autoencoders to generate microstates of the XY
model, conditioned on the temperature. At the critical temperature, learning to identify
vortex-antivortex pairs was also performed using supervised machine learning approaches
in [3]. Finally, recent work in [47] employs ImplicitGANs [11] to generate XY model
microstates. In the next section, we will briefly review the baselines [47, 10] we have chosen
to compare with our model.

4.3 Baselines

4.3.1 HG-VAE ([10])

The HG-VAE, as named in the paper, is a Conditional Variational Autoencoder (C-VAE)
that generates XY model lattices. The model consists of an encoder-decoder architecture,
where the encoder nerual net f takes as input MCMC configurations of the XY model and
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outputs the parameters f(x) of a latent variable (in this case, the Normal distribution.)
Latent variables z ⇠ N (z|f(x)) are then sampled from in the latent space and passed
through a decoder neural net g to generate new lattice microstates x̂.

The loss function is essentially the sum of the reconstruction error (between the input and
output lattices), the KL divergence between the outputted parameters from the encoder
and a standard Normal, and an additional loss term concerned with the computed energy
of the lattice.

LossHG-VAE =kx� x̂k2 +KL
h
N (z|f(x))kN (0, 1)

i
(4.1)

+ kE(x)� E(x̂0 ⇠ N(x̂,�2))k2

The last 2 terms act as regularizers to cover the space of possible lattice conficurations. The
entire architecture is conditioned on a scalar temperature T to make the model temperature
dependent.

4.3.2 ImplicitGAN ([47])

This approach uses a Generative Adversarial Net, with modifications to the loss functions,
to generate XY model microstates x conditioned on a temperature T . It consists of two
networks, a generator G and a discriminator D. Training is performed by generating a
viable lattice sample through G by inputting noise z and conditioning on the temperature,
x = G(z;T ). This generated lattice sample is then passed through the discriminator D

conditioned on the same temperature T , which outputs the probability of the sample being
real or fake, that is, if it is from the data distribution or not. This creates a minimax game
between G and D, where G tries to generate realistic samples and D tries to distinguish
them from actual training data. When properly trained, the generator produces samples of
sufficient quality such that a properly trained discriminator may not be able to distinguish
them from the training data. New samples are then generated from G whenever required.

GANs by themselves often suffer from mode collapse – they are not able to cover the entire
high-mass region of the distribution they are attempting to learn. To counter this, [11]
introduced a change in the loss function that approximately maximizes the entropy of the
distribution of samples from G(z;T). This means that the output distribution tends toward
more diffuse states and hence mode-covering behavior increases. [47] add this trick into
their architecture to increase the accuracy of the ImplicitGAN model. This requires a third
auxiliary network A to match T and T̂ = A(x), where x may either be real or from G.
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Furthermore, training is regularized by minimizing the y component of mean magnetization
of the output lattices, thus getting rid of the global rotational symmetry of lattice spins.

Additional details and derivatives for the training objective and hyperparameters may be
found in the respective papers. All networks in these models use convolutional layers and
fully-connected layers.



Chapter 5

Proposed Model – Conditional
Coupling-Circular Spline Flow

Chapters 2 and 3 were expositions on the prerequisites required for our proposed methods.
In this chapter, we propose a conditional flow architecture for learning the XY model. We
also look at data preprocessing and training procedures for training with Forward KL as
well as Reverse KL. We will justify the architectural and optimization choices that we make
as inductive choices according to the XY model.

In the next section, we propose our model. Then we look at the data and training algorithm
used for Forward KL optimization, and after that for Reverse KL.

5.1 The Model

In Sections 3.4 and 3.5 we explained how to create flow compositions for learning multivariate
circular variables, resulting in the Coupling Circular Spline Flow (C-CSF) near the chapter’s
end. In this section, we will augment the C-CSF by conditioning the flows on the temperature
of the system. We call the augmented model as Conditional Coupling Circular Spline
Flow (CC-CSF).

In the flow composition F = Fn � . . . �F1, each C-CSF Fi is conditioned on the temperature.
Thus we have F (z|T ) = Fn

⇣
Fn�1

�
. . . (F1 (z|T ) . . . |T

�
|T

⌘
. The inverse of this is simply

the temperature conditioned inverse composition. The composition of CC-CSF is shown
in Figure 5.1. Figure 5.1a shows the composition for forward generation conditioned on
temperature T , while Figure 5.1b shows the inverse generation for the same.

27
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T

z F1 x(1) F2 x(2) . . .
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(a) Forward Flow x = F (z|T )
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Mz(1)F�1

M�1z(2). . .

. . .

z(M�1)F�1
1z

(b) Inverse Flow z = F�1(x|T )

Figure 5.1: Forward and inverse conditional flow compositions

We use coupling layers with the same form as Equation 3.25. For the mask m we use a
checkerboard pattern that masks alternating locations in the 2D lattice. This pattern
is used as lattice spins are likely to be correlated with their nearest neighbors and then the
higher-order neighbors. Checkerboard masking enables the flows to learn the dependency
between these components. Furthermore, we compose two flows with alternate checkerboard
masking ( , ) to create a single CC-CSF flow layer that we see in Figure 5.1.

The neural network used inside the flow is a 2-layer fully-Convolutional Neural Net(CNN),
with periodic padding before each convolutional operator to enforce periodic boundary
conditions of the XY lattice. This fully convolutional architecture fits very well with the
checkerboard masking pattern. Additionally, along with periodic padding before each
convolution operator this architecture respects the discrete translational symmetry of the
XY model as mentioned in Section 2.5. As an input to the net, we concatenate the cosine
and sine components of the lattice (while setting the masked components of the lattice to 0)
with a 2D lattice filled up with the scalar temperature T , making a 3-channel input. The
output consists of 3K channels for each lattice site, resulting in a tensor of size (3K,L,L),
where L is the lattice size. Therefore for each lattice size, we obtain a 3K length vector
containing the CSF parameters. The CSF parameters are applied to each lattice point, but
only the unmasked positions are set to their transformed value. The masked positions are
kept the same as the input. A diagram of the CC-CSF layer is shown in Figure 5.2.

Finally, the starting distribution pz(z) of the complete flow composition is set to be a
Uniform distribution with support as [�⇡,⇡]L⇥L. Therefore the unnormalized probability
density of the model is simply the sum of the log of absolute-determinants of Jacobians of
all flow components.
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Figure 5.2: Architecture of Condtional Coupling Circular Spline Flow with checkerboard

mask . A successive flow with the alternate checkerboard mask is composed
to form a single CC-CSF. For the inverse flow, simply use the inverse componentwise CSF

f�1 instead of f .

Because we have access to the unnormalized true density of the XY model, we can train this
flow using 2 methods: Forward KL and Reverse KL. The discrete translational symmetry of
the XY model is incorporated into the flow using convolutional layers and periodic padding.
The other symmetry, U(1) global rotational symmetry (Section 2.5), is a much more difficult
one to handle. As we shall see in the experimental section too, this symmetry results in
difficulties training the models using both Forward and Reverse KL. There has been recent
work on constructing normalizing flows that are equivariant to certain symmetries. However,
to the best of our knowledge, there hasn’t been any work on equivariant flows for U(1)

global rotational symmetry. Therefore, we attempt to employ augmentations in data and
training objectives to go around this problem. In the next section, we will see the two
different training methods for CC-CSF.

5.2 Training using Forward KL Divergence

The Forward KL divergence objective is the same as in Equation 3.8, except an outer
expectation over T is applied to the temperature-conditioned Forward KL. Assume that the
temperature is samples using probability pT (T ). The Forward KL objective in this case is

min
�

EpT [KL [p⇤(x|T )||pF�1(x|T )]] (5.1)
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where � are the free variables which now consist of the neural network parameters for the
constituent flows.

Using the MC approximation of the KL gives us

min
�

1

N

X

{xi,Ti}
xi⇠p

⇤(x|Ti)

� log pF�1(xi|Ti) (5.2)

The gradient of this objective is independent of the terms that are constant with respect to �,
therefore we can simplify the objective by only writing the sum of log-absolute determinants
of the Jacobians of each flow F�1

1 (·|T ) . . . F�1
M

(·|T ). (The starting distribution pz(z) is a
Uniform, therefore the gradient of the logarithm is zero.)

The data {xi, Ti} that is used to optimize the above objective is generated through the MH
algorithm described in Section 2.2.

5.2.1 Magnetization Normalization of the Training Data

Recall that according to Equation 2.10, the Hamiltonian of the XY model is invariant to
addition of a constant angle to every spin in the lattice. Thus the Boltzmann distribution is
constant along a manifold in the (L⇥L) dimensional space. In other words, the Boltzmann
distribution of the XY model can be factorized into two components:

p⇤(x) = p⇤||(x)p
⇤
?(x), (5.3)

such that the magnetization of the entire lattice ((
P
u,v

cosxu,v,
P
u,v

sinxu,v)) is in a fixed

direction for samples from p⇤||, and the second component p⇤? adds the randomness back to
the samples’ directions of magnetization through a uniformly-sampled angle.

For a lattice x, we can subtract a x0 from every spin in x such that the resulting lattice
x� x0 has a horizontally-aligned magnetization, i.e.,

X

u,v

sin(xu,v � x0) = 0. (5.4)

We can apply this to every data point in our dataset for all temperatures, and thus get rid
of an unwanted degree of freedom. The resultant dataset is still distributed according to
the Boltzmann distribution, but lies on an (L2 � 1)-dimensional manifold over the entire
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domain [�⇡,⇡]L⇥L. As we shall later see, this results in a substantially smaller search
space of possible parameters for the flow and results in better generative models.

To implement this, we find the angle x0 according to Equation 5.4 and subtract it from the
lattice spins for every lattice in the dataset. We call this preprocessing step Magnetization
Normalization (magnorm).

5.3 Training using Reverse KL Divergence

Similar to the previous section, we change the Reverse KL objective in Equation 3.12 by
adding an outer expectation over temperatures, and changing the densities inside the reverse
KL by conditioning them on the temperature.

min
�

EpT

⇥
Epz(z) [log pF (F (z|T ))� log p⇤(F (z|T ))]

⇤
(5.5)

Since, log p⇤(x) = �H(x|T )� logZT , we can write the MC estimator of the shifted Reverse
KL in similar vein to Equation 3.13, as:

min
�

1

N

X

Ti⇠pT (T )
zi⇠pz(z)

[log pF (F (zi|Ti)) +H(F (zi|Ti)|Ti)] (5.6)

where � are the parameters of the neural nets in the flow composition F .

To reduce the parameter space of the flow in this case, we augment the Reverse KL loss
using a regularization term R(x) = �kxk2. Furthermore, we noticed that tempering the
target distribution �H(F (zi|Ti)|Ti) by multiplying it by a factor (1�↵) allowed us to learn
the flow and observables much better than the original Reverse KL objective. Combining
these two regularizations together, we denote the augmented Reverse KL objective :

min
�

1

N

X

Ti⇠pT (T )
zi⇠pz(z)

⇥
log pF (F (zi|Ti)) + (1� ↵) ·H(F (zi|Ti)|Ti) +R

�
F (zi|Ti)

�⇤
(5.7)

with ↵ 2 [0, 1]. The regularizer R forces the spins to be aligned toward 0, and hence breaks
the symmetry in the objective due to U(1) global rotational symmetry. The training process
works by sampling temperature T ⇠ pT (T ) and starting variable z ⇠ pz(z), passing through
the forward flow, computing the Hamiltonian of the resulting lattice, and backpropagating
through the above augmented loss.
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In the next chapter, we will evaluate the proposed model and training objectives qualitatively
and quantitatively, and compare them to relevant baselines.



Chapter 6

Experiments

In this chapter, we will evaluate our models against specified baselines in Chapter 4. We will
also compute metrics to compare the accuracy of observables with respect to the "ground
truth", which is the observables from the MCMC simulation in Chapter 2. We will also
exploit the fully convolutional structure of our flow to perform transfer learning on larger
lattice sizes, and compare the transfer-learned model with baselines.

6.1 Metrics

We shall evaluate our models’ performance on the observables mentioned in 2.3. Since
we can generate individual lattice configurations from the flow, we can compute these
observables from them, and compute various metrics to determine if the observables match
the ground truth MCMC observables.

Each of the metrics needs to account for the mean as well as the variance of the computed
observables for each temperature. Since we evaluate over a range of different temperatures,
we will use an averaged value and maximum value for the entire range of temperatures.
Below we define the metrics used.

6.1.1 Earth Mover Distance (EMD)

EMD, also known as the Wasserstein Metric, computed the distance between two probability
distributions. In simple terms, EMD computed the minimum amount of mass needed to
be displaced to convert a probability distribution into another. The smaller the EMD is,

33
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the better the probability distributions match. In our case, for a specific temperature, we
compute an observable for all lattices generated from the flow and compute the EMD against
the histogram for the observable computed from MCMC samples. For scalar observable
O = y at temperature T , the (normalized) histogram of the flow is denoted as HF (O = y|T ),
and that of the MCMC samples as HM (O = y|T ).

EMD
�
HF (O|T ),HM (O|T )

�
=

+1X

x=�1

�����

xX

y=�1
(HF (O = x|T )�HM (O = y|T ))

����� (6.1)

For a list of temperatures {T1 . . . TR} we compute the mean EMD as
1
R

RP
i=1

⇣
EMD

�
HF (O|Ti),HM (O|Ti)

�⌘
, and the max EMD as max

⇣
EMD

�
HF (O|Ti),HM (O|Ti)

�⌘
.

6.1.2 Percent Overlap (%OL)

%OL is a simpler metric to compute the similarity between two histograms. For each index
in the histogram, we compute the minimum value of the 2 histogram values, and sum over
all indices.

%OL
�
HF (O|T ),HM (O|T )

�
=

X

x2bins

min (HF (O = x|T ),HM (O = y|T )) (6.2)

%OL is not as accurate as EMD, as relatively accurate observables may still get a small
percent overlap, but it is useful in cases where the spread of the observable is large for a
certain temperature. For a range of temperatures, we use the mean and min versions of
this metric in a similar way as in EMD. In our experiments, we use 40 bins for each 1.0
increment range for our histograms to compute %OL.

6.1.3 L2 error

This metric is used for observables obtained as a scalar instead of a histogram for a specific
temperature, for example, Magnetic Susceptibility �. It is simply denoted as kx� yk2. For
a range of temperatures, we take the average norm.
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6.2 Experiment Setting

Now we will state the hyperparameters for each architecture and training of the flow
composition used, along with the temperature ranges for the flow. We will also state the
MCMC algorithm’s hyperparameters.

6.2.1 MCMC Simulation hyperparameters

We generate the ’ground truth’ for lattices using MCMC as in Section 2.2. We consider the
range of temperatures in [0.025, 1.025] with equal increments for a total of 32 temperatures.
This consists of low temperatures, the critical region as well a slice of high-temperature
regions, and is sufficiently representative of the model for training purposes. We simulate
for lattice lengths of 8 and 16, although we observed a slight bias in magnetic susceptibility
at low temperatures for larger lattices. This is expected as

For simulating the lattice states, we use MH sampling. We thermalize the chain with a burn-
in of 200k samples. Afterward, we save samples every 400 steps to reduce autocorrelation
between samples, gathering a total of 10k samples for each temperature.

We also optionally perform magnetization normalization (Section 5.2.1) in cases where it
may be required for training.
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6.2.2 Flow Settings

The flow used contains a total of 15 compositions, each of these further containing 2 flow
compositions each with alternating checkerboard masking. Thus in total, the flow consists
of 30 transformations. Each transformations uses the Temperature-conditioned Coupling
CSF introduced in Section 5.1. The Circular Splines for each transformation contain a
total of K = 5 piecewise functions. The neural network for outputting parameters within
each transformation consists of a single hidden layer fully-convolutional neural net with
2D filters of size 3. We use periodic padding for these convolution layers to preserve the
periodic boundary conditions of the lattice. As we shall later see, this fully convolutional
neural net allows us to train flows for larger lattice sizes through transfer learning.

6.2.2.1 Training and Evaluation

We train the flows broadly with 2 methods and their regularization techniques, which are
outlined in Sections 5.2, 5.3. For Forward Kl training, we train the flow with the above
specifications for a total of ⇠ 6k iterations. During training through reverse KL, we train
the flow for longer, ⇠ 15k iterations. We use the ADAM [25] optimizer, with a learning rate
of 2⇥ 10�4 and a cosine learning rate scheduler [19]. We monitor the observable metrics
and loss while training for tuning relevant training hyperparameters.

While evaluating the flows, we generate 1k samples for each temperature in the temperature
range described previously. We then compute the various metrics introduced in Section
6.1, and have tabulated these results compared to the baselines considered in Section 4.3 in
Table 6.1.

6.3 Observations

6.3.1 Training the Flow with Forward KL

Training using Forward KL, a) without magnorm, and b) with magnorm produces vastly
different results. We noticed that without magnorm, the model produces lattice observables
that are far from the MCMC samples. We conjecture that this is because the model is
not powerful enough to model a continuum of identical modes in the probability space.
magnorm essentially collapses these modes into one single mode by eliminating all of the
other ones entirely from the dataset.
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With magnorm, the flow can learn sufficiently close observables to the MCMC samples.

All observables computed with the MH algorithm are shown in Figure 2.2.

6.3.2 Training the Flow with Reverse KL

We observe that with the Reverse KL objective, the flow is not able to learn the distribution
and produces poor observables and metrics if we do not employ explicit regularization as
introduced in Section 5.3. With regularization enabled, the flow performs on par with
Forward KL-trained flow, and is competitive with and often beats ImplicitGAN. A constant
value of � = 1

2⇡2 was used in Equation 5.7, while a simple grid search for the hyperparameter
↵ was employed while training the flow. It seems like the tempering of the target density (the
XY model’s Boltzmann distribution) was crucial in stabilizing the training and increasing
the accuracy of the Reverse KL-trained flow. The additional term of minimizing the sine
component of the spins additionally stabilized training, albeit a large weight to this term
hindered training.

6.3.3 Comments on Performance

We list here some observations by analyzing Table 6.1 and Figures 6.1,6.2. In general, the
flow performs on par or better than ImplicitGAN in all metrics, while being significantly
better than HG-VAE. Also note that usually the flow trained using Reverse KL is better at
matching vorticity than the one trained using Forward KL, while the latter is better at the
other observables.

The mean and max EMD for vorticity is better in the case of ImplicitGAN, however, the
flows perform equally well and the values themselves are so small that the discrepancy may
be attributed to randomness between the runs. Also, it is clear that magnetization is better
learned by the Forward KL flow, and energy by the Reverse KL trained one.

Magnetic susceptibility, however, is harder to learn as it peaks more near the critical
temperature as the lattice size increases. In Figures 6.1 and 6.2, it can be seen that in the
case of flows, the peak for model-produced lattices occurs at a higher temperature than it
should. In contrast, ImplicitGAN has those peaks at roughly the same temperatures as in
MCMC. Nevertheless, according to L2 metric, both the flow and ImplicitGAN are close
in reproducing the susceptibility observable. There needs to be more analysis performed
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(a) Observables for L = 8

(b) Observables for L = 16

Figure 6.1: Observables for L = 8 and L = 16, computed using samples from a) MCMC,
b) HG-VAE, c) ImplicitGAN, and d) CC-CSF trained using Forward KL. Susceptibility at

low temperatures for HG-VAE was highly divergent, hence omitted.
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(a) Observables for L = 8

(b) Observables for L = 16

Figure 6.2: Observables for L = 8 and L = 16, computed using samples from a) MCMC,
b) HG-VAE, c) ImplicitGAN, and d) CC-CSF trained using Reverse KL. Susceptibility at

low temperatures for HG-VAE was highly divergent, hence omitted.
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in our case for these higher-order observables, especially since they tend to diverge in the
critical region and are thus harder to learn.

A question then arises: when should we use the Forward KL vs Reverse KL for training
the flow? It seems that if our goal is to approximate magnetization, we should use the
Forward KL as the training method. In any case, if we do not have access to MCMC
samples beforehand, we will have to use the Reverse KL method, as it only requires the
Hamiltonian formula of the XY model. If we do have the samples, we can simply resort
to using Forward KL, as the training is slightly faster. In the sample generation phase
during testing, the flows were slightly slower than the ImplicitGAN and HG-VAE (owing
to multiple sequential transformations), but both were orders of magnitude faster than
MCMC. Training the ImplicitGAN and HG-VAE was slightly faster than our flow models.
However, it is also worth pointing out that training of flow models is relatively simple, as
normalizing flows are somewhat more robust to training initializations and hyperparameters
settings than the competing methods. We found that ImplicitGAN was significantly harder
to train, requireing multiple training runs due to problems with mode collapse.

6.4 Transfer Learning for Larger Lattices –

A Qualitative Analysis

Since our flow architecture is fully convolutional, it does not depend on the size of the lattice
we want to generate. Therefore, simply changing the size of the checkerboard masking
pattern to be bigger for a bigger lattice size means that we can apply the same filters we
learned at lower lattice sizes and use them to further learn larger lattice models. A recent
work [5] performs this transfer learning on Lattice Field Theory models. In this section, we
shall see a brief demonstration of whether transfer learning is possible in the XY model.

We want to learn a flow to generate lattices with size 32⇥ 32. Since even MCMC struggles
to generate such large lattices fast enough, we shall use the flow that we trained on smaller
8 ⇥ 8 sized lattices. In this experimental setting, we used a larger temperature range of
T 2 [0.36, 1.40], as generating L = 32 sized lattices in the low-temperature regime turns
out to be slow for MCMC. Furthermore, the MCMC samples at such low temperatures are
not sufficiently thermalized, and therefore impact the training of the flow. This is an area
we will have to investigate further.

We take the layers of the Flow F8⇥8 and create a new flow composition F32⇥32 with these
same layers. The Forward KL objective is used for finetuning of the model on MCMC
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samples of 32⇥ 32 size. The only thing that we need to change is the checkerboard mask m,
which is now 32⇥32 instead of 8⇥8. Figure 6.3a shows observables from samples generated
from F32⇥32, without any finetuning with new data. Figure 6.3b shows the observables
after finetuning with MCMC data for a few epochs.

Qualitatively, we observe that the flow already matches the energy quite well even without
finetuning. Magnetization is observed to be inaccurate for the new flow, as it drops even
more rapidly with temperature for higher lattice sizes. However, after finetuning, we see
that the magnetization has a even better fit to the MCMC data than before. Due to the
larger lattice size, magnetic susceptibility peaks very sharply at the critical temperature,
and the flow is inadequate for modeling the peak.

Interestingly, ImplicitGAN fails to learn the 32 ⇥ 32 sized lattice, giving a significantly
worse fit to the MCMC data. ImplicitGAN also gives extremely sharp predictions at each
temperature, where the variance of the observables is very small, suggesting mode collapse
behaviour at larger lattice sizes. At lower temperatures, the observables are very inaccurate,
which might be due to less thermalization of the lattice samples at low temperatures. It
seems that ImplicitGAN thus requires very accurate MCMC samples to produce the same
degree of accuracy as our model.

One can similarly perform this transfer learning with Reverse KL as the training objective.
More work on this front needs to be done before this method of generating larger lattices is
scalable with enough accuracy.
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(a) Flow model before finetuning.

(b) Flow model after finetuning.

Figure 6.3: Observables computed using samples from a) MCMC, b) CC-CSF transfer-
learned from L = 8 flow, b) ImplicitGAN trained on 32⇥ 32 lattice data simulated using
MH algorithm. Finetuning was done using Forward KL objective. For both models,

dataset used contains 10k samples for each temperature.
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Conclusion and Future Work

This work demonstrated the application of normalizing flows for accelerating simulation of
the XY model. Experimental analyses were presented for lattice sizes of 8⇥ 8 and 16⇥ 16.
We observed performance beating or competitive with the state-of-the-art accelerated
simulation approaches. We also demonstrated the capability of transfer learning to large
lattice sizes.

It is worth noting that all the baselines, and our proposed model, only approximate the
XY model, and are not asymptotically unbiased. Our model, being a tractable likelihood
model, has the capacity for unbiased generation of samples through post-hoc correction
through MCMC or Importance Sampling [1, 24, 5, 37]. However, the implicit and explicit
regularizations we employ hinder the flow’s capability of density matching, sacrificing it for
sample fidelity. Training with no regularization does not match either density or samples
from the XY model. As a result, applying post-hoc correction techniques to match the XY
model’s Boltzmann distribution in an exact manner does not work – the density outputted
by the flow and the Boltzmann distribution suffer from a mismatch. As the physical
models that are learned in the abovementioned related work do not contain continuous
symmetry and topological phase transitions together, this leads us to hypothesize that lattice
models with topological phase transitions and global continuous symmetry constraints are
significantly harder to learn than those with no phase transitions or discrete symmetry.
Thus, we may reequire more specialized architectures to effectively model its symmetries.

As future work, we are in the process of baking in the U(1) global rotational symmetry
constraint into the XY model. In preliminary results, we find that an equivariant flow model
constructed in a manner similar as in [24] enabled us to learn perfectly a 1-D XY model
spin chain, with relatively simple network architecture and vanilla Reverse KL objective.

44



Chapter 7. Conclusion and Future Work 45

Our current model construction was unable to do so without regularization. However, the
2-D XY model was unable to be learned efficiently at low temperatures, while it was easy to
learn at high temperatures – this is without any regularization applied. More analysis needs
to be done for learning such models at lower temperatures and enable post-hoc correction
mechanisms.
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